
Network Configuration 
This part of configuration concerns the internal communication of the nodes in the ClusterReplica 
Structure. If all default values are to be used, no configuration is needed for this part. However, if 
any value is changed on the Primary Master station, the same must be done on all Replica Member
(s).  

 

The two parts in this configuration section are: 

1. Connection Status - for users to check on the connection status of the clustering members 
 

2. Communication Setup - for users to change the default settings for the clustering 
communications. They include: 

The Keep alive time  
The Communication port  
The IP for clustering internal communication  

 
 
Connection Status  
To check connection status in ClusterReplica Enterprise, select Network 
configuration/Connection Status as shown in the picture below.  

This screen, besides displaying a node's IP and its connection status to the Master station, it also 
shows the role of each machine in the clustering. 

The Primary Master - It is the data replication source system and the clustering manager that 
controls the licensing and configuration of the clustering. It is also the only system that can 
perform failover. 
 
A Repli-Master - It is a data replication source server that needs to replicate the data files on it 
to other servers in local or remote locations. While functioning mainly as the data replication 
source, a repli-master can also be used as a replica member to receive data from other master 
servers. It is different from the Primary master in the way that it does not have the 
management power on the clustering.
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A Replica Member - It is a data replication destination system that takes in new data from a 
Master system for data protection purposes. It can be also configured as a Data Version 
Management station to allow network end users self manage data files remotely. 
 
The Secondary station - It is a Replica Member with an additional role: the failover target. 
There can be only one Secondary station in a ClusterReplica Structure to pair up with the 
Primary station for failover.  

1. This Primary Master is in a clustering that has two members: a Repli-Master and a Replica 
Member, both having healthy connection with the Primary Master. 

 

2. This Replica Member is in a clustering that the only other member is the Primary Master. It is 
to be used for data replication. Notice the connection status showing Not connected. This 
means either the Primary master is failed to function properly or the network connection 
between the two is broken. A Replica Member will not take up the server role when the 
failover is not set.  
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3. This Secondary Station is in a clustering that has only one another system - the Primary 
Master. The Secondary station takes care of both data replication and Failover. Notice a 
different subnet is used for Failover. Two network cards are installed on each of the Primary 
and Secondary station for efficiency and data security. 
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4. This Repli-Master is in a clustering that has a Primary Master and a Replica Member. Both 
Master stations can replicate data to the Replica Member. No Failover is set. 

 

 
 
Communication Setup 
Communication Setup is part of the Network connection configuration. This part of setup concerns 
the clustering members communication with each other.  

Detailed explanations comes with each step of the configuration. From the initial panel, click 
the button Modify to bring up the configuration screens. 

 

Step 1 - the Keep alive time is the time duration that the Secondary replica station checks on 
the Primary master for being alive. If no response is confirm at a checkup, the Secondary 
station will kick off Failover to make itself the Primary master and continue its services. 
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Both values can be changed according to your system environment and practical needs. 

 

Step 2 - this step allows you to define the Netword card and IP used for the clustering internal 
communication. During normal operation, this IP is to be used for data replication and other 
communications between the clustering systems. It is recommended that a separate network 
card with different IP subnet is used for the internal communication from the cluster IP which 
is to be used for public connection to the server. 

 

The Summary - this screen shows the summary of the configuration for the Communication 
Setup. You can go back to make changes if you have changed your mind on any of the items 
set earlier. If all looks right, click Finish to complete the setup. 
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